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Abstract—Smart cities are one of the most important 5G
verticals due to their impact on people’s life. The neutral host
model is key for this vertical, specially to promote the infras-
tructure sharing between operators for a pervasive infrastruc-
ture deployment. However, it demands enhancements in today’s
virtualization technologies to support geographically scattered
and resource constrained computing and networking elements
(i.e., core data centers, edge computing point of presences,
and far-edge servers at lampposts, etc.). This paper presents
the virtualization enhancements developed within the H2020
5GCity project to support the neutral host model for smart city
deployments. The envisioned virtualization technology demands
security and technology extensions with a unified view of sliceable
and heterogeneous devices and radio technologies (e.g., LTE, 5G,
and Wi-Fi). In our solution, security is enhanced by deploying a
robust compute node authentication, monitoring, and geo-tagging.
In addition, wireless connectivity is extended via an innovative
multiple RAN controller approach for the management and
control of heterogeneous radio resources. In order to be validated,
our virtualization approach is being deployed and demonstrated
in the cities of Bristol, Barcelona, and Lucca.

I. INTRODUCTION

The smart city paradigm can provide multiple valuable
services to citizens with strict performance, security, and sus-
tainability requirements for the urban infrastructure and local
business. The 5G infrastructure promises high performance
and resiliency at the cost of higher density in network access
points deployments. In urban contexts, SG will require multiple
macro-cells coupled with an even more pervasive deployment
of small cells connected to multiple edge Point of Presences
(PoPs) (e.g., multi-access edge computing nodes).

Various techno-economic analyses forecast prohibitive
costs of pervasive 5G deployments for mobile network op-
erators in case they need to build their own infrastructure [1].
In this market scenario, municipalities and local governments
owning public assets (e.g., streets and districts) can take a
key role as neutral hosts to offer infrastructure-as-a-service
(TaaS) for Mobile Virtual Network Operators (MVNO) and
verticals. The neutral host model provides a framework for
a infrastructure owner to slice its compute and networking
resources according to the needs of verticals providing services
for end users. However, the neutral host model requires higher
levels of security and new virtualization schemes to deal with
pervasive 5G infrastructures and heterogeneous smart cities
verticals. Hence, in this work we introduce the security and
virtualization enhancements developed by 5GCity project for
edge/far-edge, wireless, and multiples PoPs.
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This paper is organized as follows: Section II describes
the objectives and architecture of the 5GCity project. Section
III presents the virtualization enhancements introduced, while
Section IV provides an overview of related works. Finally,
Section V concludes the paper.

II. THE VIRTUALIZATION COMPONENTS OF 5GCITY

H2020 5GCity project aims to validate the benefits of 5G
technologies in smart cities by adding neutral host functionali-
ties on a distributed cloud and radio platform [2]. The 5GCity
neutral host platform leverages on the integration between
Network Functions Virtualization (NFV), Software Defined
Networks (SDN) and MEC on distributed cloud and radio
platforms. This way, it will allow infrastructure owners to
monetize their investment and service providers to deploy
collaborative and innovative applications and finally improve
the end users Quality of Experience (QoE).
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Fig. 1. 5GCity Architecture highlighting the contributions of this paper:
Multi-VIM (red dashed box), EdgeVIM/EdgeNFVI (blue box) and wireless
virtualization (green dotted box)

The 5GCity functional architecture (Fig. 1) is composed by
four layers; Application, Orchestration and Control, Wireless
Access and Infrastructure. The last two layers are organized
in three different tiers which integrate both Cloud and Edge.
The three-tiers of 5GCity are:

1) A centralized tier where massive computing resource
are deployed, i.e., data center (DC) nodes,

2)  An edge tier, geographically dispersed, with limited
computing resources (e.g., MEC nodes composed by
udata center/street cabinets),



3) A far-edge tier with resource constrained devices at
lampposts or other street furniture.

Thanks to the virtualization solutions developed during the
project and detailed in Section III, 5GCity provides a neutral
host platform by deploying the three tiers in combination with
Radio Access Network (RAN) (Fig. 2). The following sub-
sections provide more information about the three conceptual
pillars that form 5GCity: the neutral host concept, MEC, and
RAN virtualization.

A. The neutral host platform

The term “neutral host” combines two concepts - the
aspects of “hosting” and “neutrality”. Hosting aspect refers
to an entity that provides set of resources available for clients
such as mobile network operators to allows them to provide
continuous services. Neutrality aspect refers to the host with
shared platform to multiple clients or tenants. Neutrality in this
context does not implies strict equality between hosted clients,
as the resources offered are subject to commercial agreements
between the neutral host and the hosted clients that require
policy-based management. From a users point of view, the
system behavior and services using the resources of a neutral
host should be available without user intervention and, ideally,
these should be seamless and identical to those provided by
the hosted clients dedicated resources.

Technically, the neutral host model allows the building of
end-to-end segmented slices, which encompass a wide variety
of resources (network, storage and computing). Those slices
are leased to service/content providers, which in turns can use
the virtual resources they have been assigned and map their
services to sets of slices [3].

The 5GCity neutral host platform will allow flexible end-
to-end network slicing allocation schemes [4], policies def-
inition to support Service Level Agreements (SLAs) and
at demonstrating scale up/down of infrastructure resources,
assigned to service providers and/or 5G verticals. Smart cities
entities cover pivotal role within the 5G framework and a city
municipality is the perfect candidate to cover the role of 5G
neutral host. An example 5GCity big picture of neutral host
and edge virtualization is summarized on Fig. 2.
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Fig. 2. 5GCity neutral host Vision with multiple MVNOs sharing virtualized
functions at the edge

B. Multi-Access Edge Computing (MEC)

The neutral host model, to fully cope with 5G require-
ments in terms of bandwidth, coverage and latency, should
also leverage on distributed edge resources by providing the
capability to deploy end-to-end services which span across

locally distributed pools of resources. This scenario is well
described by MEC network architecture concept which enables
cloud computing capabilities and an IT service environment at
the edge of the network [5]. This environment is potentially
characterized by applications running close to the user equip-
ment thus (i) inherently ensuring ultra-low latency and high
bandwidth as well as real-time access to radio network infor-
mation that can be leveraged by applications, and (ii) offering
a technology which could be suitable to be a technical enabler
for 5G landscape. MEC architecture poses real challenges in
the design of end-to-end services mainly since the resources
locally offered can be limited, thus highlighting the need of
tight centralized orchestration which can dynamically operate
the lifecycle of edge computing applications [6]. MEC nodes
will not only provide virtualization of computing at the edge
but also the possibility for virtualized radio functions (Fig. 2).

C. Radio Access Network (RAN)

The RAN is an emerging architecture for the 5G framework
and strictly coupled with MEC architecture [7], [6]. It is
characterized by the virtualization of two main functions,
Baseband Unit (BBU) and the Evolved Packet Core (EPC)
that are moved away from the base station and placed in
Central Offices (COs) or in the edge or cloud. This empowers
the neutral host scenario with the capability of sharing the
radio access part, by slicing its radio access network in
multiple tenants operated by MVNOs [4]. Moreover, given
the high flexibility of the neutral host framework the share
models of Multi Operator Radio Access Network (MORAN)
and Multi Operator Core Network (MOCN) can be deployed
by providing a wide range of deployment solutions [3] An
example of MORAN and MOCN is displayed on Fig. 2,
where multiple MVNOs share virtualized functions at the edge
through virtualization techniques described in this article.

III. 5GCITY VIRTUALIZATION EXTENSIONS

Virtualization is a key neutral host enabler because it
abstracts computing and networking infrastructure resources
to provide customers’ applications with usable logically par-
titioned instances (e.g., virtual machines, unikernels, network
slices, etc.). However, the high number of heterogeneous solu-
tions interconnected to build the city infrastructure represents
a challenge for the virtualization layer that is requested to
support different tenants with multiple VIM and orchestra-
tion solutions, non-homogeneous and geographically scattered
devices (smart gateways, lampposts, smart devices, etc.) and
competing wireless technologies (Wi-Fi, LTE, etc.).

This section details the Multi-PoP, security and wireless
virtualization extensions developed in 5GCity to support the
concept of neutral host.

A. Multi-Points of Presence (Multi-PoP) virtualization

As mentioned in Section II, the 5GCity three-tier infras-
tructure is composed of different NFVI sites geographically
distributed across the city, from the data center down to the
edge PoP and the far edge (i.e., lamppost). Multiple NFVI-
PoPs are generally deployed to allow the appropriate geograph-
ical distribution and availability of resources. These NFVIs
can be under control of different Virtualized Infrastructure



Manager (VIM) and consequently implement diverse resource
and service management approaches.

The orchestration of inter-NFVI connectivity related to
inter-PoP Network Services is a critical factor in such deploy-
ments. Depending on the different types of VIMs in use, the
implementation of the inter-NFVI network connectivity may
vary. In 5GCity, we distinguish between: a) PoPs under the
control of different types of VIM (e.g., OpenStack, fog05,
etc.); b) single VIM (e.g., OpenStack) to control all the PoPs
possibly in a multi-region deployment.

In this context, some important design factors to be taken
into account when planning and deploying a NFV infrastruc-
ture include:

o Single-VIM vs. Multi-VIM configurations, e.g., de-
pending on a mix of strategic policies and best prac-
tices to keep resources and infrastructures separated,
e.g., for different application workflows;

o Traffic steering capabilities when virtual services are
deployed across different PoP (e.g., at data center and
at edge);

e  Ownership of the underlying network infrastructure.
e.g. single vs. multiple operators (i.e., NFVI owned
and operated by single or by multiple operators).

e  Specific geographical constraints of the underlying
physical infrastructure, e.g. in terms of available con-
nectivity across the three-tiers (core, edge, far-edge).

Infrastructure heterogeneity combined with the aforemen-
tioned design factors create different scenarios of deployment
(Fig. 3) where a set of specific network features will be
enabled to fully support SGCity architecture and its intended
Use Cases.
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Fig. 3. Multi-PoP and Multi-VIM 5GCity (Scenario 1, 2 and 3)

Scenario #1. This scenario consists in standard single
domain OpenStack deployment with single controller node co-
located with a set of compute nodes (see Fig. 3 left for VIM#1
and NFVI-PoP#1). This scenario is the most simple scenario,
and refers to an usual OpenStack installation. This scenario
is recommended for LAB deployments or for early stage city
pilot deployments where no edge nodes are available.

Scenario #2. It refers to a standard single domain Open-
Stack deployment with single controller Node and compute
nodes deployed at data center and at edge level (see Fig. 3
center for VIM#2 and NFVI-PoP#2-4). To ensure that Layer 3
(L3) traffic coming from external networks (e.g., traffic from

the user or traffic from IoT sensors) is at first handled at
edge and then passed to core, the Neutron Distributed Virtual
Routing (DVR) [8] service must be enabled. Neutron DVR
allows to distribute L3 agents over the various compute nodes
of the OpenStack Cloud, thus overcoming the limitation for
L3 traffic (i.e., IP packets) to be all processed by the single
L3 agent deployed in the OpenStack controller node, as in
standard installations. In fact, the L3 agent deployed in the
controller node is able to instantiate virtual network elements
(i.e., virtual routers), and allows to a) route traffic between
internal subnets; b) route traffic from internal subnet to external
subnet (SNAT); c) route traffic from external subnet to internal
subnet (DNAT) with floating IP.

The centralization of the routing functionalities in the
controller node makes the standard OpenStack networking less
efficient in a typical SGCity scenario where the controller node
is located in data center premises, compute nodes are located
at the edge and IP traffic coming from external network must
be consumed directly by VNF residing at the edge nodes.
Through Neutron/DVR all the SNAT/DNAT operations can be
performed locally at compute node level.

Scenario #3. It addresses a multi-domain OpenStack de-
ployment, each domain consisting in at least a controller node
and a set of compute nodes (see Fig. 3 right for VIM#2-
3 and NFVI-PoP#5-7). OpenStack Tricircle [9] can ensure
that Layer 2 (L2) cross-domain networking automation is
enabled. Tricircle is a plugin for networking automation that
works across Neutron instances in multi-region deployments.
In order to allow the VNFs inter-connection across regions,
Tricircle enables the L2 networking among distributed Neutron
instances (e.g., IP address space management, IP allocation and
L2 network segment global management). In terms of resource
orchestration, Tricircle allows Neutron to work as one cluster
in multi-region OpenStack clouds, actuating the orchestration
of virtualized networking resources across multiple OpenStack
clouds. All VNFs, in an OpenStack tenant domain and provi-
sioned in different clouds, can be interconnected via the global
virtualized networking resources.

It could be also possible to envision a design scenario for
multi-domain hybrid deployments where far-edge VIM is a
non-OpenStack deployment. In this scenario it is recommended
to handle cross-VIM communications through an overlay tun-
nel. Overlay mechanisms available for OpenStack are VXLAN,
GRE, IPSEC. Specific tunnel technology to be used depends
on far-edge VIM capabilities (e.g., fog05).

Among the various configuration options, the most applica-
ble to the specific physical infrastructures available in SGCity
[2] is the Scenario #2 with Neutron/DVR. This has been used
in the 5GCity pilot at the City of Lucca (Italy) to implement
direct routing towards the edge of the traffic generated by
CCTV security cameras used to implement the Unauthorized
Waste Dumping Detection use case. With DVR, we managed
to route the IP streams from external CCTV cameras on
dedicated networks directly into the edge computing instances
where video analytics functions are deployed. Through this
configuration, CCTV traffic can bypass the Neutron agent
and router in OpenStack controller (deployed at SGCity core),
reducing latency for the connections and thus increasing TCP
throughput over the link.



B. EdgeVIM and EdgeNFVI

Security and trust are particularly important in smart cities
environments because of their distributed architecture and the
potential privacy issues related to the the data they use. In fact,
citizens data (coming from cameras, mobility services, health,
etc.) needs to be well protected to avoid data leakages that
can be sold or used for retaliations by attackers. The 5GCity
Edge VIM and Edge NFVI provide a virtualization-based
security and trust infrastructure for Arm-based edge devices
that enable enhanced security, authenticated devices, geo/asset
tagging and secure storage. This infrastructure includes VNEF,
NFVI and VIM-extensions, setting the ground of security and
trust features at the lower level of the software architecture.

At the base of the 5GCity Edge VIM and Edge NFVI
extensions there is VOSYSmonitor[10], a system partitioner
for Arm devices that leverages Arm TrustZone to enable
a Trusted Execution Environment (TEE)[11] (i.e., a secure
area of the main processor that provides an isolated and
trusted environment). This TEE is used for the implementation
of a virtualized Trusted Platform Module (TPM)[12], a set
of security features standardized by the Trusted Computing
Group. The virtualized TPM (vVTPM) functions are made
available to the VNFs as well as to the hypervisor. As for the
VNFs, vIPMs are used to enhance the security of the network
functions with secure storage and cryptographic algorithms.
Standardized and open APIs are used to call secure services, in
a way that provides portability and legacy application support.
With regard to the hypervisor, the vIPM functions are used to
expose trusted computing features to the Edge VIM.

The 5GCity Edge VIM is based on OpenStack and lever-
ages the Edge NFVI to support trusted computing functions.
Asset tagging and geo-tagging are supported thanks to spe-
cific extensions to the OpenStack scheduler that have been
developed in order to use an attestation service, coupled with
an attestation agent that runs on each trusted compute node.
Figure 4 shows how the attestation service is linked to the
agents to certify the trustworthiness of a specific compute node
for a given request. In fact, in order to enforce security and
enable multi-tenancy, the attestation procedure is repeated for
each request.
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Fig. 4. 5GCity EdgeVIM and EdgeNFVI solution for trusted computing
The added benefits of security come at the price of perfor-
mance penalty. The computational overhead of the attestation
service and the secure infrastructure is measured in an experi-
ment comparing it with a vanilla OpenStack deployment [13].

The results show a ~2% increase of the average VM creation
time, an acceptable result that can be further improved in future
implementations.

C. Wireless Virtualization

5G will integrate different types of radio technologies, such
as evolution of LTE, the 5G New Radio (NR) and Wi-Fi
based technologies, and it will enable slicing to allow third
parties to instantiate RAN connectivity on demand to provide
services for smart cities [14]. In 5GCity, the targeted dense
edge deployments are composed of a potentially large number
of wireless LTE and Wi-Fi links, requiring the instantiation
of multiple virtual networks over a single, shared physical
infrastructure. Following the paradigms applied for compute
virtualization (e.g., VIMs interacting with the NFVI to in-
stantiate services), SGCity introduces the concept of one or
multiple underlying SDN-based RAN controllers that similarly
handle the radio resources: a RAN controller exposes a set
of resources to the 5GCity platform that can be allocated to
different slices. As such, a slice can include a single or a group
of wireless interfaces out of the entirety that is deployed in
the city. In the same way a bare metal compute node can be
virtualized to host multiple tenants and VMs, RAN elements
can be virtualized and be associated to different services.
Since RAN solutions can be heterogeneous, e.g. there can
be custom devices deployed by the city using the 5GCity
RAN controller, or commercial solutions with proprietary
control software that come with their own RAN controllers,
5GCity implements an infrastructure abstraction. It enables the
platform to support different types of RAN controllers and to
integrate the underlying RAN technologies.

In wireless network mediums, virtualization can be per-
formed in different ways. When speaking in general terms of
wireless virtualization, techniques like time-hopping or TDMA
enable slicing in the wireless medium. For Wi-Fi, SDN-based
solutions have been proposed that enable the management
of virtual access points, with initial work carried out in the
definition of algorithms and protocols to enable resource allo-
cation. In 5GCity we look at other ways to implement network
virtualization with the same goals: to provide network slicing
and isolation to support the neutral host case for 5G smart
cities. The 5GCity wireless virtualization basically consists in
sharing a physical wireless interface among a set of tenants
or services and defining a configuration and management
plane between the physical devices and the 5GCity platform.
For example, in LTE, for each tenant a Public Land Mobile
Network (PLMN) ID can be instantiated on the same carrier to
differentiate between the tenants, each PLMN ID associated to
a different service. In Wi-Fi, this corresponds to instantiating
virtual access points on top of physical access points and
attaching them to services hosted in the 5GCity infrastructure.
In order to set up the RAN devices and to assign them to
wireless slices, the 5GCity platform talks over a REST API
with the deployed RAN controllers (Fig. 5). The configuration
and management of the RAN devices is performed via the
OpenFlow and OvSDB (data plane configuration) and NET-
CONF (device configuration) protocols. The wireless slices
created in this way can be attached to any other services hosted
by the 5GCity platform, being under control of its orchestration
layer. In the city deployments we validate that both small cells
and Wi-Fi nodes can be configured in any combination via the



platform and that up to 6 slices can be enabled per device.
Further, using a traffic rate administration mechanism inherent
to the 5GCity platform, QoS can be applied in the RAN
by assigning different lower bound airtime ratios across the
entirety of devices belonging to a slice via global optimization
schemes. With the NS3 simulator, we validate this solution,
e.g. using 5 Wi-Fi access points, running 5 slices on top,
where each slice is assigned 20% of the airtime and where
6 terminals per slice and AP are distributed equally across the
APs that generate On/Off traffic following a pareto distribution.
In average, with the 5GCity solution we observe a deviation
from the ideal slice airtime of only 1.8%, compared to an error
of 6.7% when only using local optimization per Wi-Fi node.
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IV. RELATED WORKS

Solutions presented in this paper relate to works tackling
smart cities evolution towards virtualized infrastructures from
various perspectives. For instance, authors of [6] apply the
concepts of MEC with a focus on user mobility. They suggest
QoS improvement by ensuring that the content is moving
following the location of the user. On the other hand, the
H2020 5SGINFIRE project consortium [15] had a similar goal
of driving forward the virtualization technologies convergence.
The technical objective of the research is to build a 5SG NFV-
based reference ecosystem of experimental facilities for early
tests and trials accelerating the verticals deployment. Still
with the same focus is Mosaic5G [16] which provide as-a-
service platform for 5G research. This is a collaboration of
components on different levels. Among them are the FlexRAN,
enabling a software-defined RAN and LL-MEC, a MEC plat-
form aligned with ETSI. The project does not include the
infrastructure and its management.

For what concerns the presented S5GCity virtualization
extensions and in particular the Multi-PoP aspects, NFV
infrastructures for 5G are generally distributed across mul-
tiple geographical locations to better cope with the actual
availability of computing and network resources in various
areas of the city/network. All the Cloud Management Systems
(e.g., OpenStack, VMware vCloud, AWS, etc.) offer solutions
for distributing the infrastructure PoPs across multiple inter-
connected sites, of different sizes and mixed/heterogeneous
solutions. In this area, two major types of solutions emerged in
state of the art to address the multi-site orchestration problem
from different viewpoints. Multi-site operations via multi-VIM
refer to cases in which the NFV orchestrator can handle various

- possibly heterogeneous - Virtualized Infrastructure Managers
(VIM). Relevant examples of this solutions are the ETSI Open
Source MANO stack [17], which is capable to support mul-
tiple different VIMs including OpenStack, VMware vCloud
Director, Amazon Web Services (AWS) and OpenVIM, and
Tacker [18], which supports a multi-site OpenStack architec-
ture. Instead, Multi-site operations via multi-region single VIM
address cases in which the NFV orchestrator connects to a
single VIM which in turns manages a NFV infrastructures
further split in regions. Relevant solutions in this area are
the OpenStack Tricircle [9] and Kingbird [19] projects which,
respectively, provide network automation in Neutron in multi-
region OpenStack deployments, centralized quota management
and views of distributed virtual resources, synchronization of
ssh keys, images, flavors, security groups, etc. across regions.

As for the security and trusted computing features of
5GCity, there are two main hardware technologies that form
the basis of a trusted infrastructure. In particular, Intel SGX or
Intel Software Guard Extensions are architecture extensions to
provide secure memory regions (enclaves) in which dedicated
parts of the applications can run protected and isolated [20].
On the other hand, ARM TrustZone allows the execution of a
secure environment in parallel with a rich operating systems
[21]. While the EdgeVIM and EdgeNFVI are based on Arm
TrustZone and target the edge of the network, other works
are mostly focusing on data centers and on Intel based trusted
computing techniques[22]. Examples are given by [23], that is
proposing a complete solution for a secure cloud infrastructure
including platform integrity, external attestation, VM integrity
together with a reference architecture. Similarly, [24] shows
how to secure containers in a Kubernetes environment using
Intel SGX support. On the other hand, the authors of [25] are
integrating Arm and Intel Trusted computing technologies to
solve the security problems of the infrastructure. The focus of
this work is more at the IoT/Edge level and does not address
the problems of NFV and smart cities.

Wireless virtualization for Wi-Fi has been discussed in a
variety of works. The approach followed by the authors of
[26] introduces slicing by using lightweight APs in form of
virtual interfaces that are assigned on a per-client base and
can be shifted between physical devices to support mobility.
Yet, the proposal is missing the mechanisms to isolate the
wireless resources consumed by each virtual interface as it
is done in 5GCity. Another solution for the scheduling over
IEEE 802.11 mesh networks is proposed by the authors of [27].
However, practical aspects are not discussed and the proposed
solution does not provide orchestration of resources among
virtual interfaces operating on specific channels. For a broader
overview and the application of SDN in wireless networks we
refer the interested reader to [28], a work that explains the
benefits, but also highlighting drawbacks it introduces.

V. CONCLUSION AND FUTURE WORK

In 5G smart cities environments virtualization technologies
are challenged by the heterogeneity of wireless, hardware, and
software deployments, as well as the security threats inherited
by the neutrality of city infrastructure. To deal with those
issues, the H2020 5GCity project is working to provide vir-
tualization extensions for city wide infrastructures for neutral
host model as enablers for 5G and smart cities deployments. In



this work we presented solutions to combine multiple VIMs
and deploy them in multiple PoPs, to secure scattered edge
devices based on ARM architecture and to manage Wi-Fi and
LTE radio resources through an SDN-based RAN controller.

In more detail, as for Multi-PoP, a first deployment of
Neutron/DVR has been completed in a real world scenario
in the city of Lucca. Future work will go in the direction
of supporting Scenario #2 (i.e., Neutron/DVR in case of L3
traffic) or Scenario #3 (i.e., Tricircle for L2 traffic) in all of
the three targeted cities.

In terms of security extensions for the edge, a first pro-
totype of the EdgeVIM is available with compute nodes
authentication, system security monitoring, asset, and geo-
tagging. The deployment of EdgeVIM is ongoing for the
city of Bristol. The next development steps are to enable the
virtualization of the vIPM at the VNF level, in a way that both
VMs, containers and unikernels can be allocated on the city
NFVI with trusted computing features for secure processing.

Finally, as for wireless virtualization, the RAN controller
design will evolve to support additional wireless technologies,
to provide enhanced features for mobility, as well as self-
healing mechanisms, with the intention to contribute to 5G
standards and specifications.

As part of the 5GCity schedule we are deploying our
proposed approach in Bristol, Barcelona, and Lucca. A full
validation will be conducted in the month of October 2019
by including the integration of multiple RAN controllers from
different vendors, Multi-PoP scenarios and a demonstration
of EdgeVIM capabilities against edge devices tampering and
attacks.
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